**SOPER P1**

**Ejercicio 1**

1. **man -k pthread**

pthread\_attr\_destroy (3) - initialize and destroy thread attributes object

pthread\_attr\_getaffinity\_np (3) - set/get CPU affinity attribute in thread at...

pthread\_attr\_getdetachstate (3) - set/get detach state attribute in thread at...

pthread\_attr\_getguardsize (3) - set/get guard size attribute in thread attrib...

pthread\_attr\_getinheritsched (3) - set/get inherit-scheduler attribute in thr...

pthread\_attr\_getschedparam (3) - set/get scheduling parameter attributes in t...

pthread\_attr\_getschedpolicy (3) - set/get scheduling policy attribute in thre...

pthread\_attr\_getscope (3) - set/get contention scope attribute in thread attr...

pthread\_attr\_getstack (3) - set/get stack attributes in thread attributes object

pthread\_attr\_getstackaddr (3) - set/get stack address attribute in thread att...

pthread\_attr\_getstacksize (3) - set/get stack size attribute in thread attrib...

pthread\_attr\_init (3) - initialize and destroy thread attributes object

pthread\_attr\_setaffinity\_np (3) - set/get CPU affinity attribute in thread at...

pthread\_attr\_setdetachstate (3) - set/get detach state attribute in thread at...

pthread\_attr\_setguardsize (3) - set/get guard size attribute in thread attrib...

pthread\_attr\_setinheritsched (3) - set/get inherit-scheduler attribute in thr...

pthread\_attr\_setschedparam (3) - set/get scheduling parameter attributes in t...

pthread\_attr\_setschedpolicy (3) - set/get scheduling policy attribute in thre...

pthread\_attr\_setscope (3) - set/get contention scope attribute in thread attr...

pthread\_attr\_setstack (3) - set/get stack attributes in thread attributes object

pthread\_attr\_setstackaddr (3) - set/get stack address attribute in thread att...

pthread\_attr\_setstacksize (3) - set/get stack size attribute in thread attrib...

pthread\_cancel (3) - send a cancellation request to a thread

pthread\_cleanup\_pop (3) - push and pop thread cancellation clean-up handlers

pthread\_cleanup\_pop\_restore\_np (3) - push and pop thread cancellation clean-u...

pthread\_cleanup\_push (3) - push and pop thread cancellation clean-up handlers

pthread\_cleanup\_push\_defer\_np (3) - push and pop thread cancellation clean-up...

pthread\_create (3) - create a new thread

pthread\_detach (3) - detach a thread

pthread\_equal (3) - compare thread IDs

pthread\_exit (3) - terminate calling thread

pthread\_getaffinity\_np (3) - set/get CPU affinity of a thread

pthread\_getattr\_default\_np (3) - get or set default thread-creation attributes

pthread\_getattr\_np (3) - get attributes of created thread

pthread\_getconcurrency (3) - set/get the concurrency level

pthread\_getcpuclockid (3) - retrieve ID of a thread's CPU time clock

pthread\_getname\_np (3) - set/get the name of a thread

pthread\_getschedparam (3) - set/get scheduling policy and parameters of a thread

pthread\_join (3) - join with a terminated thread

pthread\_kill (3) - send a signal to a thread

pthread\_kill\_other\_threads\_np (3) - terminate all other threads in process

pthread\_mutex\_consistent (3) - make a robust mutex consistent

pthread\_mutex\_consistent\_np (3) - make a robust mutex consistent

pthread\_mutexattr\_getpshared (3) - get/set process-shared mutex attribute

pthread\_mutexattr\_getrobust (3) - get and set the robustness attribute of a m...

pthread\_mutexattr\_getrobust\_np (3) - get and set the robustness attribute of ...

pthread\_mutexattr\_setpshared (3) - get/set process-shared mutex attribute

pthread\_mutexattr\_setrobust (3) - get and set the robustness attribute of a m...

pthread\_mutexattr\_setrobust\_np (3) - get and set the robustness attribute of ...

pthread\_rwlockattr\_getkind\_np (3) - set/get the read-write lock kind of the t...

pthread\_rwlockattr\_setkind\_np (3) - set/get the read-write lock kind of the t...

pthread\_self (3) - obtain ID of the calling thread

pthread\_setaffinity\_np (3) - set/get CPU affinity of a thread

pthread\_setattr\_default\_np (3) - get or set default thread-creation attributes

pthread\_setcancelstate (3) - set cancelability state and type

pthread\_setcanceltype (3) - set cancelability state and type

pthread\_setconcurrency (3) - set/get the concurrency level

pthread\_setname\_np (3) - set/get the name of a thread

pthread\_setschedparam (3) - set/get scheduling policy and parameters of a thread

pthread\_setschedprio (3) - set scheduling priority of a thread

pthread\_sigmask (3) - examine and change mask of blocked signals

pthread\_sigqueue (3) - queue a signal and data to a thread

pthread\_spin\_destroy (3) - initialize or destroy a spin lock

pthread\_spin\_init (3) - initialize or destroy a spin lock

pthread\_spin\_lock (3) - lock and unlock a spin lock

pthread\_spin\_trylock (3) - lock and unlock a spin lock

pthread\_spin\_unlock (3) - lock and unlock a spin lock

pthread\_testcancel (3) - request delivery of any pending cancellation request

pthread\_timedjoin\_np (3) - try to join with a terminated thread

pthread\_tryjoin\_np (3) - try to join with a terminated thread

pthread\_yield (3) - yield the processor

pthreads (7) - POSIX threads

**b) man man**

2 Llamadas del sistema (funciones servidas por el núcleo)

**man 2 write**

**Ejercicio 2**

1. grep molino "don quijote.txt" >> "aventuras.txt"
2. ls | wc -l

you have to list all the files of the directory, then it count the number of lines there is in the ls command

1. cat "lista de la compra Pepe.txt" "lista de la compra Elena.txt" | sort | uniq | wc -l > "num compra.txt" 2> /dev/null

Utilizamos primero el comando cat para concatenar los dos archivos requeridos. Después ordenamos la lista con sort ya que el comando uniq, solo elimina las filas repetidas si están seguidas. Finalmente contamos el número de palabras con wc -l.

1. ps -A -L | awk '{print $1}' | uniq | wc -l > 'hilos.txt' /\*WE DNT KNOW IF ITS OKAY\*/

**Ejercicio 3**

1. No such file or directory. Corresponde al valor de errno 2.
2. Permission denied

Errno: 13

1. Guardamos el valor de errno en una variable auxiliar, después imprimimos el valor de errno con un printf o similar y reasignamos el valor que contiene la variable auxiliar a errno de nuevo. De este modo nos aseguramos que el mensaje de error de perrno pertenece al fopen previamente hecho.

**Ejercicio 4**

1. Se observa que el programa que el programa está utilizando toda la CPU.
2. Se puede ver que no consume recursos del CPU.

**Ejercicio 5**

1. En el caso de que el proceso no espere a los hilos, eliminando las líneas de código pthread\_exit, el programa termina, sin esperar a que los hilos terminen.
2. Si se elimina pthread\_join y se cambia exit por pthread\_exit, el programa crea los hilos, pero no los espera. Termina la función main y luego los threads siguen ejecutándose.
3. Para que habiendo eliminado pthread\_join(), funcione, deberíamos poner un pthread\_detach(). Esta función lo que hace es desligar los hilos, por lo que no tienen que esperar a otros hilos a que terminen.

**Ejercicio 6**

Archivo adjunto. (ejercicio\_hilos.c)

**Ejercicio 7**

1. No, porque depende del orden en el que se ejecuten los procesos.
2. else if (pid == 0){

printf (“hijo con PID %i\n”, getpid());

exit (EXIT\_SUCCESS);

}![](data:image/png;base64,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)

1. Hay procesos que se quedan huérfanos ya que los hijos hacen un exit y esperan a que su padre los recoja. Como esto no pasa, ya que no se hace un wait en el proceso padre, se quedan todos huérfanos menos el último proceso hijo, que si que es recogido por el padre ya que fuera del bucle tiene un wait.
2. else if (pid == 0){

printf (“hijo con PID %i\n”, getpid());

exit (EXIT\_SUCCESS);

}else if (pid > 0){

printf(“Padre %i\n”, i);

wait (NULL);

}

Con la modificación que se acaba de hacer, cada vez que se hace fork, el padre espera a que su hijo termine de ejecutarse, por lo que no quedarían procesos hijos huérfanos.

**Ejercicio 8**

Archivo adjunto. (ejercicio\_arbol.c)

**Ejercicio 9**

1. Cuando se ejecuta el código no funciona. Esto ocurre por que cada vez que haces fork, cada uno crea su propio stack, que no es compartido. es por esto que si inicializas la string en el proceso hijo, no se guarda en el stack del proceso padre.
2. Hay que liberar memoria en el proceso padre y en el hijo, ya que al tener cada uno su propio stack, tiene que liberarse memoria individualmente.

**Ejercicio 10**

1. Archivo adjunto. (ejercico\_shell.c)
2. Se ha utilizado un execvp porque busca el fichero que se quiere ejecutar en los directorios de /bin/.
3. exercise 10:$ sh -c inexistente

sh: 1: inexistente: not found

1. Abortado (`core' generado)
2. Archivo adjunto. (ejercico\_shell\_spawn.c)

**Ejercicio 11**

1. Miramos el proceso 4068 utilizando el comando more status. Nombre: chrome.
2. /proc/4068
3. Utilizamos el comando more cmdline dentro del directorio del proceso.

/opt/google/chrome/chrome

1. echo $LANG

es\_ES.UTF-8

1. Para esto hay que acceder al directorio /task y ejecutar el comando ls. Al hacerlo en el proceso con pid 4068 obtenemos lo siguiente:

4068 4069 4071 4072 4073 4074 4075 4076 4077 4078 4707

**Ejercicio 12**

1. Tiene el descriptor abierto:

**ls -ld /proc/21916/fd**

dr-x------ 2 xiao xiao 0 feb 21 12:04

Apunta a los ficheros:

**ls -ld /proc/21916/fd/\***

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/0 -> /dev/pts/0

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/1 -> /dev/pts/0

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/103 -> /usr/share/code/v8\_context\_snapshot.bin

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/104 -> /usr/share/code/natives\_blob.bin

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/12 -> 'anon\_inode:[eventpoll]'

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/13 -> /usr/share/code/icudtl.dat

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/14 -> /usr/share/code/v8\_context\_snapshot.bin

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/15 -> /usr/share/code/natives\_blob.bin

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/16 -> /usr/share/code/chrome\_100\_percent.pak

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/17 -> /usr/share/code/chrome\_200\_percent.pak

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/18 -> /usr/share/code/locales/es.pak

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/19 -> /usr/share/code/resources.pak

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/2 -> /dev/pts/0

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/25 -> 'socket:[78684]'

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/31 -> /usr/share/code/resources/app/node\_modules.asar

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/32 -> 'socket:[79739]'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/33 -> '/dev/shm/.org.chromium.Chromium.23WPUF (deleted)'

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/34 -> /usr/share/fonts/truetype/dejavu/DejaVuSansMono.ttf

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/36 -> /usr/share/fonts/truetype/droid/DroidSansFallbackFull.ttf

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/4 -> 'socket:[78109]'

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/40 -> /usr/share/code/resources/electron.asar

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/41 -> '/dev/shm/.org.chromium.Chromium.Lcrh19 (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/42 -> '/dev/shm/.org.chromium.Chromium.U0vn6O (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/43 -> '/dev/shm/.org.chromium.Chromium.7tuyEE (deleted)'

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/44 -> /usr/share/fonts/truetype/ubuntu/Ubuntu-RI.ttf

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/46 -> /usr/share/fonts/truetype/liberation2/LiberationSerif-Regular.ttf

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/47 -> /usr/share/fonts/truetype/noto/NotoColorEmoji.ttf

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/48 -> '/dev/shm/.org.chromium.Chromium.Ye3fkO (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/49 -> '/dev/shm/.org.chromium.Chromium.qvEer1 (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/5 -> 'socket:[80214]'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/50 -> '/dev/shm/.org.chromium.Chromium.5th1Hr (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/51 -> '/dev/shm/.org.chromium.Chromium.Hr5nTE (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/52 -> '/dev/shm/.org.chromium.Chromium.4lCL4R (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/53 -> '/dev/shm/.org.chromium.Chromium.kN0ml4 (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/54 -> '/dev/shm/.org.chromium.Chromium.jbuhg5 (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/55 -> '/dev/shm/.org.chromium.Chromium.drnSri (deleted)'

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/60 -> /usr/share/fonts/truetype/liberation2/LiberationSans-Italic.ttf

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/62 -> '/dev/shm/.org.chromium.Chromium.FtXADv (deleted)'

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/63 -> /usr/share/fonts/truetype/dejavu/DejaVuSans.ttf

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/64 -> /usr/share/fonts/truetype/ubuntu/Ubuntu-R.ttf

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/65 -> /usr/share/fonts/truetype/liberation2/LiberationSans-Regular.ttf

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/66 -> /usr/share/fonts/truetype/ubuntu/Ubuntu-B.ttf

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/67 -> /usr/share/fonts/truetype/liberation2/LiberationSans-Bold.ttf

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/68 -> '/dev/shm/.org.chromium.Chromium.TxzkPI (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/69 -> '/dev/shm/.org.chromium.Chromium.lcwb1V (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/70 -> '/dev/shm/.org.chromium.Chromium.lBs7c9 (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/72 -> '/dev/shm/.org.chromium.Chromium.z383Az (deleted)'

lr-x------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/75 -> /usr/share/fonts/truetype/ubuntu/Ubuntu-L.ttf

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/79 -> '/dev/shm/.org.chromium.Chromium.ofo4om (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/80 -> '/dev/shm/.org.chromium.Chromium.xuR6MM (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/81 -> '/dev/shm/.org.chromium.Chromium.nZMdZZ (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/82 -> '/dev/shm/.org.chromium.Chromium.QPIlbd (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/83 -> '/dev/shm/.org.chromium.Chromium.ovbBnq (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/84 -> '/dev/shm/.org.chromium.Chromium.ujGRzD (deleted)'

lrwx------ 1 xiao xiao 64 feb 21 12:05 /proc/21916/fd/85 -> '/dev/shm/.org.chromium.Chromium.8LzdMQ (deleted)'

1. Stop 2: Crea un archivo con descripción de fichero salida estándar

lrwx------ 1 xiao xiao 64 feb 21 12:08 /proc/21916/fd/3 -> '/home/xiao/Escritorio/Ing. Inf II/2 Cuatri/SOPER/P1/Práctica1/file1.txt'

Stop 3 Crea un archivo con descripción de fichero salida estándar

lrwx------ 1 xiao xiao 64 feb 21 12:09 /proc/21916/fd/6 -> '/home/xiao/Escritorio/Ing. Inf II/2 Cuatri/SOPER/P1/Práctica1/file2.txt'

1. Ahora te aparece como borrado el fichero 1 ya que en el código se utiliza un “unlink”, que hace que se borre la ruta para acceder al fichero.

lrwx------ 1 xiao xiao 64 feb 21 12:08 /proc/21916/fd/3 -> '/home/xiao/Escritorio/Ing. Inf II/2 Cuatri/SOPER/P1/Práctica1/file1.txt (deleted)'

De todas maneras, se puede seguir accediendo a él, ya que sólo se borra del disco cuando todas las rutas que se usan para acceder a él sean borradas.

Utilizando el comando cat si que se puede ver el contenido del fichero guardado como 3.

**cat 3**

Hello

1. Stop 5 Elimina completamente el file 1

Stop 6 Crea el file 3 guardado como 3

lrwx------ 1 xiao xiao 64 feb 21 12:24 /proc/21916/fd**/3** -> '/home/xiao/Escritorio/Ing. Inf II/2 Cuatri/SOPER/P1/Práctica1/file3.txt'

Stop 7 Hace una copia del file 3, guardado ahora como 7

lr-x------ 1 xiao xiao 64 feb 21 12:24 /proc/21916/fd**/7** -> '/home/xiao/Escritorio/Ing. Inf II/2 Cuatri/SOPER/P1/Práctica1/file3.txt'

Se puede deducir el fichero que se está utilizando utilizando a través de la tabla de descriptores utilizando este como índice para la tabla.

**Ejercicio 13**

1. Escribe dos veces “Yo soy tu padre”. Una antes del “No” y otra después.

Esto ocurre ya que imprime el “Yo soy tu padre” antes de hacer fork. Cuando lo hace, guarda la string como padre, imprime el hijo y luego, como padre, vuelve a imprimir la string.

1. Al incluir \n al final del primer mensaje, éste solo aparece una vez.

Se debe a que al escribir \n vacía el buffer directamente imprimiendolo en stdout.

1. Al utilizar fprintf hacia un fichero nuevo, el mensaje “Yo soy tu padre” continúa apareciendo dos veces independientemente de que incluyamos \n o no. El mensaje de “No” aparece después de que se hayan escrito los dos mensajes anteriores.

Esto pasa porque al utilizar printf estábamos utilizando la salida estándar, donde si ponemos el \n se vacía el buffer, cosa que no ocurre si utilizamos fprintf con una salida hacia un fichero.

1. Si queremos que solo lo imprima una vez, tan solo hay que añadir el printf dentro de un else if como padre.

else if (pid > 0){

printf(“Yo soy tu padre”);

wait(NULL);

exit(EXIT\_SUCCESS);

}

**Ejercicio 14**

1. He recibido el string: Hola a todos! /\*Se imprime la string que el padre lee del hijo.\*/

He escrito en el pipe /\*El hijo escribe en el padre una string y se la manda a través del comando write\*/

Puede también imprimir primero la segunda línea (línea del hijo) y luego la primera línea (línea del padre), ya que el cómo se imprima depende del orden en el que se ejecuten los procesos.

He escrito en el pipe

He recibido el string: Hola a todos!

1. Que no termina el programa. Esto se debe a que antes de cada lectura, el programa cierre el extremo de escritura, para indicar que se ha terminado de escribir.
2. Se imprime siempre de esta manera:

He escrito en el pipe

He recibido el string: Hola a todos!

Es debido a que al poner un sleep en el hijo, da igual en qué orden se ejecuten los procesos, el padre tendrá que esperar a que el hijo termine, por lo que éste ejecutará su comando antes. Si no se pone “sleep(1)”, el programa ejecuta el padre y el hijo al mismo tiempo, y no se puede determinar si va a imprimir primero el padre o el hijo.

**Ejercicio 15**

Archivo adjunto. (ejercico\_pipes.c)